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Abstract

Dimensionality reduction is an important task in machine learning, for it facilitates classification, compression, and visualization of high-dimensional data by mitigating undesired properties of high-dimensional spaces. Over the last decade, a large number of new (nonlinear) techniques for dimensionality reduction have been proposed. Most of these techniques are based on the intuition that data lies on or near a complex low-dimensional manifold that is embedded in the high-dimensional space. New techniques for dimensionality reduction aim at identifying and extracting the manifold from the high-dimensional space. A systematic empirical evaluation of a large number of dimensionality reduction techniques has been presented in [86]. This work has led to the development of the Matlab Toolbox for Dimensionality Reduction, which contains implementations of 27 techniques for dimensionality reduction. In addition, the toolbox contains implementation of 6 intrinsic dimensionality estimators and functions for out-of-sample extension, data generation, and data prewhitening. The report describes the techniques that are implemented in the toolbox in detail. Furthermore, it presents a number of examples that illustrate the functionality of the toolbox, and provide insight in the capabilities of state-of-the-art techniques for dimensionality reduction.
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1 Introduction

Dimensionality reduction is the transformation of high-dimensional data into a meaningful representation of reduced dimensionality. Ideally, the reduced representation has a dimensionality that corresponds to the intrinsic dimensionality of the data. The intrinsic dimensionality of data is the minimum number of parameters needed to account for the observed properties of the data [31]. Dimensionality reduction is important in many domains, since it facilitates classification, visualization, and compression of high-dimensional data, by mitigating the curse of dimensionality and other undesired properties of high-dimensional spaces [46].

In recent years, a large number of new techniques for dimensionality reduction have been proposed [2, 7, 8, 14, 24, 36, 39, 40, 54, 70, 73, 72, 80, 78, 89, 90, 93, 92]. Many of these techniques have the ability to deal with complex nonlinear data manifolds and therefore constitute traditional techniques for dimensionality reduction, such as Principal Components Analysis (PCA) and Linear Discriminant Analysis (LDA) [25]. In particular for real-world data, dimensionality reduction techniques that are capable of dealing with complex nonlinear data manifolds may offer an advantage. Various studies have shown that nonlinear techniques outperform their linear counterparts on artificial tasks that are highly nonlinear. In order to make the recent advances in dimensionality reduction available to a broader community, we developed the Matlab Toolbox for Dimensionality Reduction, which is described in this report.

The Matlab Toolbox for Dimensionality Reduction is a toolbox with Matlab implementations of 27 techniques for dimensionality reduction, 6 techniques for intrinsic dimensionality reduction estimation, and additional functions for out-of-sample extension, data generation, and data prewhitening. The report provides a description of all techniques that are implemented in the toolbox, as well as a number of examples on how to use the toolbox. Note that this report is not intended to provide a comparative review of techniques for dimensionality reduction. A comparative review on state-of-the-art techniques for dimensionality reduction can be found in [86].

The Matlab Toolbox for Dimensionality Reduction includes all main techniques for dimensionality reduction, except self-organizing maps [51] and their probabilistic extension GTM [12], because we consider these techniques to be clustering techniques\(^\dagger\). Neither does the toolbox include techniques for blind-source separation such as ICA [9]. Techniques for dimensionality reduction that are missing in the toolbox (but might be added later) include principal curves [17], kernel maps [76], FastMap [27], Geodesic Nullspace Analysis [14], and the technique for global alignment of linear models presented in [69].

The outline of the remainder of this report is as follows. In section 2, we give an introduction to dimensionality reduction. Section 3 discusses the techniques for dimensionality reduction that are implemented in the toolbox. Section 4 describes 6 techniques for intrinsic dimensionality estimation that are implemented in the toolbox. In Section 5, we provide examples of the use of the toolbox, along with some results on artificial datasets. Section 6 concludes the report. For installation instructions and information on possible pitfalls we refer to the appendices.

\(^\dagger\) A theoretical discussion of the link between clustering and dimensionality reduction can be found in [10].
2 Dimensionality reduction

The problem of dimensionality reduction can be defined as follows. Suppose we have a \( n \times D \) matrix \( X \) consisting of \( n \) datavectors \( x_i \) with dimensionality \( D \), and that this dataset has the intrinsic dimensionality \( d \) (where \( d < D \), and often \( d \ll D \)). In geometric terms, intrinsic dimensionality means that the points in dataset \( X \) are lying on or near a manifold with dimensionality \( d \) that is embedded in the \( D \)-dimensional space. A dimensionality reduction technique transforms dataset \( X \) into a new dataset \( Y \) with dimensionality \( d \), while retaining the geometry of the data as much as possible. In general, neither the geometry of the embedded manifold, nor the intrinsic dimensionality \( d \) of the dataset \( X \) are known. Therefore, dimensionality reduction is an ill-posed problem that can only be solved by assuming certain properties of the data (such as its intrinsic dimensionality).

We illustrate dimensionality reduction by an example. Consider a dataset \( X \) that consists of \( n \) images of an object that were depicted under \( n \) different orientations. The images have a size of \( 32 \times 32 \) pixels, and thus form points in a 1,024-dimensional space. Since there is only one intrinsic dimension (viz., the orientation of the depicted object), the datapoints \( x_i \) lie on or near a curved 1-dimensional manifold. The curvedness of the data manifold follows from the observation that the image corresponding to an orientation of 0 degrees is similar to the image corresponding to an orientation of 360 degrees. The aim of dimensionality reduction techniques is to identify the 1-dimensional data manifold that is embedded in the 1,024-dimensional space and to embed it into a space of lower dimensionality, thereby retaining the geometry of the data manifold.
3 Techniques for dimensionality reduction

In section 2, we defined the problem of dimensionality reduction. In this section, we discuss 23 techniques for dimensionality reduction that are implemented in the toolbox\(^2\). The techniques presented in the section can be subdivided into five main groups: (1) traditional linear techniques, (2) global nonlinear techniques, (3) local nonlinear techniques, (4) extensions and variants of local nonlinear techniques, and (5) techniques based on the alignment of a collection of linear models. Note that our subdivision of techniques for dimensionality reduction is not the only imaginable subdivision, and that there exist many similarities between the various techniques.

The outline of the remainder of this section is as follows. In subsection 3.1, we discuss the two traditional linear techniques for dimensionality reduction, viz., PCA and LDA. In subsection 3.2, nine global nonlinear techniques for dimensionality reduction are discussed. Subsection 3.3 describes four local techniques for dimensionality reduction. For local nonlinear techniques for dimensionality reduction, several extensions have been presented, as well as linear versions of the local techniques. Two extensions for local nonlinear techniques and three linear variants are presented in 3.4. Three techniques that construct a low-dimensional data representation based on the alignment of a number of linear models are described in subsection 3.5.

Throughout the report, we denote a high-dimensional datapoint by \(x_i\), where \(x_i\) is the \(i\)th row of the \(D\)-dimensional data matrix \(X\). The low-dimensional counterpart of \(x_i\) is denoted by \(y_i\), where \(y_i\) is the \(i\)th row of the \(d\)-dimensional data matrix \(Y\).

3.1 Traditional linear techniques

Two linear techniques for dimensionality reduction are already known in statistics since the beginning of the 20th century. These techniques are Principal Components Analysis (originally known as the Karhunen-Loève Transform) and Linear Discriminant Analysis (originally known as the Fisher mapping). Because of their importance in the field of statistics, we discuss these two techniques separately from novel linear techniques such as LPP, NPE, and LLTSA (these techniques are discussed in subsection 3.4). PCA is described in subsubsection 3.1.1 and LDA is discussed in subsubsection 3.1.2.

3.1.1 PCA

Principal Components Analysis (PCA) [43] constructs a low-dimensional representation of the data that describes as much of the variance in the data as possible. This is done by finding a linear basis of reduced dimensionality for the data, in which the amount of variance in the data is maximal.

In mathematical terms, PCA attempts to find a linear transformation \(T\) that maximizes \(T^T \text{cov}_{X-\bar X} T\), where \(\text{cov}_{X-\bar X}\) is the covariance matrix of the zero mean data \(X\). It can be shown that this linear mapping is formed by the \(d\) principal eigenvectors (i.e., principal components) of the covariance matrix of the zero-mean data\(^3\). Hence, PCA solves the eigenproblem

\[
\text{cov}_{X-\bar X} v = \lambda v
\]

(1)

The eigenproblem is solved for the \(d\) principal eigenvalues \(\lambda\). The corresponding eigenvectors form the columns of the linear transformation matrix \(T\). The low-dimensional data representations \(y_i\) of the datapoints \(x_i\) are computed by mapping them onto the linear basis \(T\), i.e., \(Y = (X - \bar X)T\).

PCA has been successfully applied in a large number of domains such as face recognition [85], coin classification [44], and seismic series analysis [66]. The main drawback of PCA is that the size of the covariance matrix is proportional to the dimensionality of the datapoints. As a result, the computation of the eigenvectors might be infeasible for very high-dimensional data (under the assumption that \(n > D\)). Approximation methods, such as Simple PCA [65], deal with this problem by applying an iterative Hebbian approach in order to estimate the principal eigenvectors of the

\(^2\)The reader should note that there are 27 techniques that are implemented in the toolbox. However, in the toolbox, there are 3 PCA implementations, 2 Isomap implementations, and 2 autoencoder implementations. As a result, only 23 techniques are discussed in the report.

\(^3\)PCA maximizes \(T^T \text{cov}_{X-\bar X} T\) with respect to \(T\), under the constraint that \(|T| = 1\). This constraint can be enforced by introducing a Lagrange multiplier \(\lambda\). Hence, an unconstrained maximization of \(T^T \text{cov}_{X-\bar X} T + \lambda(1 - T^T T)\) is performed. A stationary point of this quantity is to be found when \(\text{cov}_{X-\bar X} T = \lambda T\).
covariance matrix. Alternatively, PCA can also be rewritten in a probabilistic framework, allowing for performing PCA by means of an EM algorithm [83]. The reader should note that probabilistic PCA is closely related to factor analysis [3]. In the toolbox, a traditional PCA implementation is available, as well as implementations of Simple PCA and probabilistic PCA.

3.1.2 LDA

Linear Discriminant Analysis (LDA) [28] attempts to maximize the linear separability between datapoints belonging to different classes. In contrast to most other dimensionality reduction techniques, LDA is a supervised technique. LDA finds a linear mapping \( M \) that maximizes the linear class separability in the low-dimensional representation of the data. The criteria that are used to formulate linear class separability in LDA are the within-class scatter \( S_w \) and the between-class scatter \( S_b \), which are defined as

\[
S_w = \sum_c p_c \mathbb{C}ov_{X^c - \bar{X}^c}
\]

\[
S_b = \sum_c \mathbb{C}ov_{\bar{X}^c} = \mathbb{C}ov_{\bar{X} - \bar{X}} - S_w
\]

where \( p_c \) is the class prior of class label \( c \), \( \mathbb{C}ov_{X^c - \bar{X}^c} \) is the covariance matrix of the zero mean datapoints \( x_i \) assigned to class \( c \in C \) (where \( C \) is the set of possible classes), \( \mathbb{C}ov_{\bar{X}^c} \) is the covariance matrix of the cluster means, and \( \mathbb{C}ov_{\bar{X} - \bar{X}} \) is the covariance matrix of the zero mean data \( X \). LDA optimizes the ratio between the within-class scatter \( S_w \) and the between-class scatter \( S_b \) in the low-dimensional representation of the data, by finding a linear mapping \( M \) that maximizes the so-called Fisher criterion

\[
\frac{T^T S_b T}{T^T S_w T}
\]

This maximization can be performed by solving the generalized eigenproblem

\[
S_b v = \lambda S_w v
\]

for the \( d \) largest eigenvalues (under the requirement that \( d < |C| \)). The eigenvectors \( v \) form the columns of the linear transformation matrix \( T \). The low-dimensional data representation \( Y \) of the datapoints in \( X \) can be computed by mapping them onto the linear basis \( T \), i.e., \( Y = (X - \bar{X}) T \).

LDA has been successfully applied in a large number of classification tasks. Successful applications include speech recognition [34], mammography [15], and document classification [84].

3.2 Global nonlinear techniques

Global nonlinear techniques for dimensionality reduction are techniques that attempt to preserve global properties of the data (similar to PCA and LDA), but that are capable of constructing nonlinear transformations between the high-dimensional data representation \( X \) and its low-dimensional counterpart \( Y \). The subsection presents nine global nonlinear techniques for dimensionality reduction: (1) MDS, (2) SPE, (3) Isomap, (4) FastMVU, (5) Kernel PCA, (6) GDA, (7) diffusion maps, (8) SNE, and (9) multilayer autoencoders. The techniques are discussed in subsubsection 3.2.1 to 3.2.9.

3.2.1 MDS

Multidimensional scaling (MDS) [19, 52] represents a collection of nonlinear techniques that maps the high-dimensional data representation to a low-dimensional representation while retaining the pairwise distances between the datapoints as much as possible. The quality of the mapping is expressed in the stress function, a measure of the error between the pairwise distances in the low-dimensional and high-dimensional representation of the data. Two important examples of stress functions (for metric MDS) are the raw stress function and the Sammon cost function. The raw stress function is defined by

\[
\phi(Y) = \sum_{ij} (\|x_i - x_j\| - \|y_i - y_j\|)^2
\]
where \( \lambda \) is a learning parameter that decreases with the number of iterations, and \( \epsilon \) is a regularization parameter that prevents divisions by zero. The updating of the embedded coordinates is performed for a large number of iterations (e.g., \( 10^5 \) iterations). The high number of iterations is feasible because of the low computational costs of the update procedure.

### 3.2.3 Isomap

Multidimensional scaling has proven to be successful in many applications, but it suffers from the fact that it is based on Euclidean distances, and does not take into account the distribution of the neighboring datapoints. If the high-dimensional data lies on or near a curved manifold, such as in the Swiss roll dataset [79], MDS might consider two datapoints as near points, whereas their distance over the manifold is much larger than the typical interpoint distance. Isomap [79] is a technique that resolves this problem by attempting to preserve pairwise geodesic (or curvilinear) distances.
distances between datapoints. Geodesic distance is the distance between two points measured over the manifold.

In Isomap [79], the geodesic distances between the datapoints $x_i$ are computed by constructing a neighborhood graph $G$, in which every datapoint $x_i$ is connected with its $k$ nearest neighbors $x_{ij}$ in the dataset $X$. The shortest path between two points in the graph forms a good (over)estimate of the geodesic distance between these two points, and can easily be computed using Dijkstra’s or Floyd’s shortest-path algorithm [23, 29]. The geodesic distances between all datapoints in $X$ are computed, thereby forming a pairwise geodesic distance matrix. The low-dimensional representations $y_i$ of the datapoints $x_i$ in the low-dimensional space $Y$ are computed by applying multidimensional scaling (see subsection 3.2.1) on the resulting distance matrix.

An important weakness of the Isomap algorithm is its topological instability [6]. Isomap may construct erroneous connections in the neighborhood graph $G$. Such short-circuiting [55] can severely impair the performance of Isomap. Several approaches were proposed to overcome the problem of short-circuiting, e.g., by removing datapoints with large total flows in the shortest path-algorithm [18] or by removing nearest neighbors that violate local linearity of the neighborhood graph [71]. Furthermore, Isomap may suffer from holes in the manifold, a problem that can be dealt with by tearing manifolds with holes [55]. A third weakness of Isomap is that it can fail if the manifold is nonconvex [80]. Despite these weaknesses, Isomap was successfully applied on tasks such as wood inspection [64], visualization of biomedical data [57], and head pose estimation [68].

### 3.2.4 FastMVU

Similar to Isomap, Fast Maximum Variance Unfolding (FastMVU) defines a neighborhood graph on the data and retains pairwise distances in the resulting graph. FastMVU differs from Isomap in that explicitly attempts to ‘unfold’ data manifolds. It does so by maximizing the Euclidean distances between the datapoints, under the constraint that the distances in the neighborhood graph are left unchanged (i.e., under the constraint that the local geometry of the data manifold is not distorted). The resulting optimization problem can be solved efficiently using semidefinite programming (which is why FastMVU is also known as Semidefinite Embedding or SDE).

FastMVU starts with the construction of a neighborhood graph $G$, in which each datapoint $x_i$ is connected to its $k$ nearest neighbors $x_{ij}$. Subsequently, FastMVU attempts to maximize the sum of the squared Euclidean distances between all datapoints, under the constraint that the distances inside the neighborhood graph $G$ are preserved. In other words, FastMVU performs the following optimization problem

$$\text{Maximize } \sum_{ij} \| y_i - y_j \|^2 \text{ subject to:}$$

1) $\| y_i - y_j \|^2 = \| x_i - x_j \|^2$ for all $(i,j) \in G$

FastMVU reformulates the optimization problem as a semidefinite programming problem (SDP) [87] by defining a matrix $K$ that is the inner product of the low-dimensional data representation $Y$. It can be shown that the above optimization is similar to the SDP

$$\text{Maximize } \text{trace}(K) \text{ subject to:}$$

1) $k_{ii} - 2k_{ij} + k_{jj} = \| x_i - x_j \|^2$ for all $(i,j)$

2) $\sum_{ij} k_{ij} = 0$

3) $K \geq 0$

From the solution $K$ of the SDP, the low-dimensional data representation $Y$ can be obtained by computing $Y = K^{1/2}$.

### 3.2.5 Kernel PCA

Kernel PCA (KPCA) is the reformulation of traditional linear PCA in a high-dimensional space that is constructed using a kernel function [72]. In recent years, the reformulation of linear techniques using the ‘kernel trick’ has led to the proposal of successful techniques such as kernel ridge regression and Support Vector Machines [74]. Kernel PCA
computes the principal eigenvectors of the kernel matrix, rather than those of the covariance matrix. The reformulation of traditional PCA in kernel space is straightforward, since a kernel matrix is similar to the inproduct of the datapoints in the high-dimensional space that is constructed using the kernel function. The application of PCA in kernel space provides Kernel PCA the property of constructing nonlinear mappings.

Kernel PCA computes the kernel matrix $K$ of the datapoints $x_i$. The entries in the kernel matrix are defined by

$$k_{ij} = \kappa(x_i, x_j)$$

where $\kappa$ is a kernel function [74]. Subsequently, the kernel matrix $K$ is centered using the following modification of the entries

$$k_{ij} = k_{ij} - \frac{1}{n} \sum_l k_{il} - \frac{1}{n} \sum_l k_{jl} + \frac{1}{n^2} \sum_{lm} k_{lm}$$

The centering operation corresponds to subtracting the mean of the features in traditional PCA. It makes sure that the features in the high-dimensional space defined by the kernel function are zero-mean. Subsequently, the principal $d$ eigenvectors $v_i$ of the centered kernel matrix are computed. It can be shown that the eigenvectors of the covariance matrix $\alpha_i$ (in the high-dimensional space constructed by $\kappa$) are scaled versions of the eigenvectors of the kernel matrix $v_i$

$$\alpha_i = \frac{1}{\sqrt{\lambda_i}} v_i$$

In order to obtain the low-dimensional data representation, the data is projected onto the eigenvectors of the covariance matrix. The result of the projection (i.e., the low-dimensional data representation $Y$) is given by

$$Y = \left\{ \sum_j \alpha_{1i} \kappa(x_j, x), \sum_j \alpha_{2i} \kappa(x_j, x), ..., \sum_j \alpha_{di} \kappa(x_j, x) \right\}$$

where $\kappa$ is the kernel function that was also used in the computation of the kernel matrix. Since Kernel PCA is a kernel-based method, the mapping performed by Kernel PCA highly relies on the choice of the kernel function $\kappa$. Possible choices for the kernel function include the linear kernel (making Kernel PCA equal to traditional PCA), the polynomial kernel, and the Gaussian kernel [74].

Kernel PCA has been successfully applied to, e.g., face recognition [49], speech recognition [58], and novelty detection [41]. An important drawback of Kernel PCA is that the size of the kernel matrix is square with the number of instances in the dataset. An approach to resolve this drawback is proposed in [82].

### 3.2.6 GDA

In the same way as Kernel PCA, Generalized Discriminant Analysis (or Kernel LDA) is the reformulation of LDA in the high-dimensional space constructed using a kernel function [7]. Similar to LDA, GDA attempts to maximize the Fisher criterion. The difference between GDA and LDA is that GDA maximizes the Fisher criterion in the high-dimensional space that is constructed using the kernel function. In this way, GDA allows for the construction of nonlinear mappings that maximize the class separability in the data.

GDA starts by performing Kernel PCA on the data in order to remove noise from the data. Hence, GDA computes the kernel matrix $K$ of the datapoints $x_i$ using Equation 11. The resulting kernel matrix $K$ is centered by modifying its entries using Equation 12. The centering equation is the kernel equivalent of subtracting the mean of the features (as is done in traditional LDA). Subsequently, an eigenanalysis of the centered kernel matrix $K$ is performed. The $n$ eigenvectors of the kernel matrix $K$ are stored in a matrix $P$ that satisfies

$$K = P \Lambda P^T$$

In general, many eigenvectors $p_i$ correspond to small eigenvalues $\lambda_i$. In order to remove noise from the data, the eigenvectors $p_i$ that correspond to an eigenvalue $\lambda_i < \epsilon$ (for a small value of $\epsilon$) are removed from matrix $P$. The smoothed kernel $K$ can be recomputed using Equation 15. Subsequently, GDA maximizes the Fisher criterion (see
Equation 4) in the high-dimensional space defined by the kernel function \( \kappa \). It can be shown\(^4\) that this is equivalent to maximizing the Rayleigh quotient

\[
\phi(W) = \frac{\alpha^T KWK\alpha}{\alpha^T KK\alpha}
\]

where \( W \) is an \( n \times n \) blockdiagonal matrix

\[
W = (W_c)_{c=1,2,\ldots,l}
\]

In the equation, \( W_c \) is an \( n_c \times n_c \) matrix of which the entries are \( \frac{1}{n_c} \) (where \( n_c \) indicates the number of instances of class \( c \)) and \( l \) indicates the number of classes. Hence, the solution that maximizes the between-class scatter and minimizes the within-class scatter is given by the eigenvectors corresponding to the principal eigenvalues of \( KWK \).

In fact, the smoothed kernel \( K \) does not have to be computed explicitly, since the eigenanalysis of \( KWK \) is equal to the eigenanalysis of \( P^T WP \). Hence, GDA computes the \( d \) principal eigenvectors of the matrix \( P^T WP \) and stores these in a matrix \( V \). The eigenvectors \( v_i \) are normalized by computing

\[
\alpha_i = \frac{v_i}{\sqrt{v_i^T K v_i}}
\]

In order to obtain the low-dimensional representation of the data, the data is projected onto the normalized eigenvectors \( \alpha_i \) in the high-dimensional space defined by the kernel function \( \kappa \). Hence, the low-dimensional representation of the data is given by Equation 14.

### 3.2.7 Diffusion maps

The diffusion maps (DM) framework [54, 61] originates from the field of dynamical systems. Diffusion maps are based on defining a Markov random walk on the graph of the data. By performing the random walk for a number of timesteps, a measure for the proximity of the datapoints is obtained. Using this measure, the so-called diffusion distance is defined. In the low-dimensional representation of the data, the pairwise diffusion distances are retained as well as possible.

In the diffusion maps framework, a graph of the data is constructed first. The weights of the edges in the graph are computed using the Gaussian kernel function, leading to a matrix \( W \) with entries

\[
w_{ij} = e^{-\frac{\|x_i - x_j\|^2}{2\sigma^2}}
\]

where \( \sigma \) indicates the variance of the Gaussian. Subsequently, normalization of the matrix \( W \) is performed in such a way that its rows add up to 1. In this way, a matrix \( P^{(1)} \) is formed with entries

\[
p^{(1)}_{ij} = \frac{w_{ij}}{\sum_k w_{ik}}
\]

Since diffusion maps originate from dynamical systems theory, the resulting matrix \( P^{(1)} \) is considered a Markov matrix that defines the forward transition probability matrix of a dynamical process. Hence, the matrix \( P^{(1)} \) represents the probability of a transition from one datapoint to another datapoint in a single timestep. The forward probability matrix for \( t \) timesteps \( P^{(t)} \) is given by \((P^{(1)})^t\). Using the random walk forward probabilities \( p^{(t)}_{ij} \), the diffusion distance is defined by

\[
D^{(t)}(x_i, x_j) = \sum_k \frac{(p^{(t)}_{ik} - p^{(t)}_{jk})^2}{\psi(x_k)^{(0)}}
\]

In the equation, \( \psi(x_i)^{(0)} \) is a term that attributes more weight to parts of the graph with high density. It is defined by

\[
\psi(x_i)^{(0)} = \frac{m_i}{\sum_j m_j}, \text{ where } m_i \text{ is the degree of node } x_i \text{ defined by } m_i = \sum_j p_{ij}.
\]

From Equation 21, it can be observed that pairs of datapoints with a high forward transition probability have a small diffusion distance. The key idea behind the diffusion distance is that it is based on many paths through the graph. This makes the diffusion distance more

\(^4\)For the proof, we refer to [7].
robust to noise than, e.g., the geodesic distance. In the low-dimensional representation of the data $Y$, diffusion maps attempt to retain the diffusion distances. Using spectral theory on the random walk, it can be shown\(^3\) that the low-dimensional representation $Y$ that retains the diffusion distances is formed by the $d$ nontrivial principal eigenvectors of the eigenproblem

$$P(t) Y = \lambda Y$$

Because the graph is fully connected, the largest eigenvalue is trivial (viz. $\lambda_1 = 1$), and its eigenvector $v_1$ is thus discarded. The low-dimensional representation $Y$ is given by the next $d$ principal eigenvectors. In the low-dimensional representation, the eigenvectors are normalized by their corresponding eigenvalues. Hence, the low-dimensional data representation is given by

$$Y = \{\lambda_2 v_2, \lambda_3 v_3, \ldots, \lambda_{d+1} v_{d+1}\}$$

### 3.2.8 SNE

Stochastic Neighbor Embedding (SNE) is an iterative technique that (similar to MDS) attempts to retain the pairwise distances between the datapoints in the low-dimensional representation of the data [39]. SNE differs from MDS by the distance measure that is used, and by the cost function that it minimizes. In SNE, similarities of nearby points contribute more to the cost function. This leads to a low-dimensional data representation that preserves mainly local properties of the manifold. The locality of its behavior strongly depends on the user-defined value for the free parameter $\sigma$.

In SNE, the probability $p_{ij}$ that datapoints $x_i$ and $x_j$ are generated by the same Gaussian is computed for all combinations of datapoints and stored in a matrix $P$. The probabilities $p_{ij}$ are computed using the Gaussian kernel function (see Equation 19). Subsequently, the coordinates of the low-dimensional representations $y_i$ are set to random values (close to zero). The probabilities $q_{ij}$ that datapoints $y_i$ and $y_j$ are generated by the same Gaussian are computed and stored in a matrix $Q$ using the Gaussian kernel as well. In a perfect low-dimensional representation of the data, $P$ and $Q$ are equal. Hence, SNE minimizes the difference between the probability distributions $P$ and $Q$. Kullback-Leibler divergences are a natural distance measure to measure the difference between two probability distributions. SNE attempts to minimize the following sum of Kullback-Leibler divergences

$$\phi(Y) = \sum_{ij} p_{ij} \log \frac{p_{ij}}{q_{ij}}$$

The minimization of $\phi(Y)$ can be performed in various ways. In the original algorithm [39], minimization of $\phi(Y)$ is performed using a gradient descent method. To avoid problems with local minima, an amount of Gaussian jitter (that is reduced over time) is added in every iteration. An alternative approach to SNE is based on a trust-region algorithm [62].

### 3.2.9 Multilayer autoencoders

Multilayer encoders are feed-forward neural networks with an odd number of hidden layers [21, 40]. The middle hidden layer has $d$ nodes, and the input and the output layer have $D$ nodes. An example of an autoencoder is shown schematically in Figure 1. The network is trained to minimize the mean squared error between the input and the output of the network (ideally, the input and the output are equal). Training the neural network on the datapoints $x_i$ leads to a network in which the middle hidden layer gives a $d$-dimensional representation of the datapoints that preserves as much information in $X$ as possible. The low-dimensional representations $y_i$ can be obtained by extracting the node values in the middle hidden layer, when datapoint $x_i$ is used as input. If linear activation functions are used in the neural network, an autoencoder is very similar to PCA [53]. In order to allow the autoencoder to learn a nonlinear mapping between the high-dimensional and low-dimensional data representation, sigmoid activation functions are generally used.

Multilayer autoencoders usually have a high number of connections. Therefore, backpropagation approaches converge slowly and are likely to get stuck in local minima. In [40], this drawback is overcome by performing a pretraining.

---

\(^3\)See [54] for the derivation.
using Restricted Boltzmann Machines (RBMs) [38]. RBMs are neural networks of which the units are binary and stochastic, and in which connections between hidden units are not allowed. RBMs can successfully be used to train neural networks with many hidden layers using a learning approach based on simulated annealing [50]. Once the pretraining using RBMs is performed, finetuning of the network weights is performed using backpropagation. As an alternative approach, genetic algorithms [42, 67] can be used to train an autoencoder.

![Figure 1: Schematic structure of an autoencoder.](image)

### 3.3 Local nonlinear techniques

Subsection 3.2 presented eight techniques for dimensionality reduction that attempt to retain global properties of the data. In contrast, local nonlinear techniques for dimensionality reduction are based on solely preserving properties of small neighborhoods around the datapoints. This subsection presents four local nonlinear techniques for dimensionality reduction: (1) LLE, (2) Laplacian Eigenmaps, (3) Hessian LLE, and (4) LTSA in subsubsection 3.3.1 to 3.3.4. The key idea behind these techniques is that by preservation of local properties of the data, the global layout of the data manifold is retained as well.

It can be shown that local techniques for dimensionality reduction can be viewed upon as definitions of specific local kernel functions for Kernel PCA [10, 35]. Therefore, these techniques can be rewritten within the Kernel PCA framework. In this paper, we do not elaborate further on the theoretical connection between local methods for dimensionality reduction and Kernel PCA.

#### 3.3.1 LLE

Local Linear Embedding (LLE) [70] is a local technique for dimensionality reduction that is similar to Isomap in that it constructs a graph representation of the datapoints. In contrast to Isomap, it attempts to preserve solely local properties of the data, making LLE less sensitive to short-circuiting than Isomap. Furthermore, the preservation of local properties allows for successful embedding of nonconvex manifolds. In LLE, the local properties of the data manifold are constructed by writing the datapoints as a linear combination of their nearest neighbors. In the low-dimensional representation of the data, LLE attempts to retain the reconstruction weights in the linear combinations as well as possible.
LLE describes the local properties of the manifold around a datapoint \( x_i \) by writing the datapoint as a linear combination \( W_i \) (the so-called reconstruction weights) of its \( k \) nearest neighbors \( x_{i_1}, \ldots, x_{i_k} \). Hence, LLE fits a hyperplane through the datapoint \( x_i \) and its nearest neighbors, thereby assuming that the manifold is locally linear. The local linearity assumption implies that the reconstruction weights \( W_i \) of the datapoints \( x_i \) are invariant to translation, rotation, and rescaling. Because of the invariance to these transformations, any linear mapping of the hyperplane to a space of lower dimensionality preserves the reconstruction weights in the space of lower dimensionality. In other words, if the low-dimensional data representation preserves the local geometry of the manifold, the reconstruction weights \( W_i \) that reconstruct datapoint \( x_i \) from its neighbors in the high-dimensional data representation also reconstruct datapoint \( y_i \) from its neighbors in the low-dimensional data representation. As a consequence, finding the \( d \)-dimensional data representation \( Y \) amounts to minimizing the cost function

\[
\phi(Y) = \sum_i (y_i - \sum_{j=1}^k w_{ij} y_j)^2
\]

It can be shown\(^6\) that the coordinates of the low-dimensional representations \( y_i \) that minimize this cost function can be found by computing the eigenvectors corresponding to the smallest \( d \) nonzero eigenvalues of the inproduct of \((I - W)\). In this formula, \( I \) is the \( n \times n \) identity matrix.

LLE has been successfully applied for, e.g., superresolution [16] and sound source localization [26]. However, there also exist experimental studies that report weak performance of LLE. In [57], LLE was reported to fail in the visualization of even simple synthetic biomedical datasets. In [45], it is claimed that LLE performs worse than Isomap in the derivation of perceptual-motor actions. A possible explanation lies in the difficulties that LLE has when confronted with manifolds that contains holes [70].

### 3.3.2 Laplacian Eigenmaps

Similar to LLE, Laplacian Eigenmaps find a low-dimensional data representation by preserving local properties of the manifold [8]. In Laplacian Eigenmaps, the local properties are based on the pairwise distances between near neighbors. Laplacian Eigenmaps compute a low-dimensional representation of the data in which the distances between a datapoint and its \( k \) nearest neighbors are minimized. This is done in a weighted manner, i.e., the distance in the low-dimensional data representation between a datapoint and its first nearest neighbor contributes more to the cost function than the distance between the datapoint and its second nearest neighbor. Using spectral graph theory, the minimization of the cost function is defined as an eigenproblem.

The Laplacian Eigenmap algorithm first constructs a neighborhood graph \( G \) in which every datapoint \( x_i \) is connected to its \( k \) nearest neighbors. For all points \( x_i \) and \( x_j \) in graph \( G \) that are connected by an edge, the weight of the edge is computed using the Gaussian kernel function (see Equation 19), leading to a sparse adjacency matrix \( W \). In the computation of the low-dimensional representations \( y_i \), the cost function that is minimized is given by

\[
\phi(Y) = \sum_{ij} (y_i - y_j)^2 w_{ij}
\]

In the cost function, large weights \( w_{ij} \) correspond to small distances between the datapoints \( x_i \) and \( x_j \). Hence, the difference between their low-dimensional representations \( y_i \) and \( y_j \) highly contributes to the cost function. As a consequence, nearby points in the high-dimensional space are brought closer together in the low-dimensional representation. The computation of the degree matrix \( M \) and the graph Laplacian \( L \) of the graph \( W \) allows for formulating the minimization problem as an eigenproblem [4]. The degree matrix \( M \) of \( W \) is a diagonal matrix, whose entries are the row sums of \( W \) (i.e., \( m_{ii} = \sum_j w_{ij} \)). The graph Laplacian \( L \) is computed by \( L = M - W \). It can be shown that the following holds\(^7\)

\[
\phi(Y) = \sum_{ij} (y_i - y_j)^2 w_{ij} = 2Y^T LY
\]

---

\(^6\) \( \phi(Y) = (Y - WY)^2 = Y^T (I - W)^T (I - W)Y \) is the function that has to be minimized. Hence, the eigenvectors of \((I - W)^T (I - W)\) corresponding to the smallest nonzero eigenvalues form the solution that minimizes \( \phi(Y) \).

\(^7\) Note that \( \phi(Y) = \sum_{ij} (y_i - y_j)^2 w_{ij} = \sum_j (y_i^2 + y_j^2 - 2y_i y_j) w_{ij} = \sum_i y_i^2 m_{ii} + \sum_j y_j^2 m_{jj} - 2 \sum_{ij} y_i y_j w_{ij} = 2Y^T MY \), or \( 2Y^T WY = 2Y^T LY \).
Hence, minimizing $\phi(Y)$ is proportional to minimizing $Y^TLY$. The low-dimensional data representation $Y$ can thus be found by solving the generalized eigenvector problem
\[ Lv = \lambda M v \] (28)
for the $d$ smallest nonzero eigenvalues. The $d$ eigenvectors $v_i$ corresponding to the smallest nonzero eigenvalues form the low-dimensional data representation $Y$.

Laplacian Eigenmaps have been successfully applied to, e.g., clustering [63, 75, 91] and face recognition [37].

### 3.3.3 Hessian LLE

Hessian LLE (HLLE) [24] is a variant of LLE that minimizes the 'curviness' of the high-dimensional manifold when embedding it into a low-dimensional space, under the constraint that the low-dimensional data representation is locally isometric. This is done by an eigenanalysis of a matrix $\mathcal{H}$ that describes the curviness of the manifold around the datapoints. The curviness of the manifold is measured by means of the local Hessian at every datapoint. The local Hessian is represented in the local tangent space at the datapoint, in order to obtain a representation of the local Hessian that is invariant to differences in the positions of the datapoints. It can be shown\(^8\) that the coordinates of the low-dimensional representation can be found by performing an eigenanalysis of $\mathcal{H}$.

Hessian LLE starts with identifying the $k$ nearest neighbors for each datapoint $x_i$, using Euclidean distance. In the neighborhood, local linearity of the manifold is assumed. Hence, a basis for the local tangent space at point $x_i$ can be found by applying PCA on its $k$ nearest neighbors $x_{ij}$. In other words, for every datapoint $x_i$, a basis for the local tangent space at point $x_i$ is determined by computing the $d$ principal eigenvectors $M = \{m_1, m_2, ..., m_d\}$ of the covariance matrix $\text{cov}_{x_i} - \phi$. Note that the above requires that $k \geq d$. Subsequently, an estimator for the Hessian of the manifold at point $x_i$ in local tangent space coordinates is computed. In order to do this, a matrix $Z_i$ is formed that contains (in the columns) all cross products of $M$ up to the $d$th order (including a column with ones). The matrix $Z_i$ is orthonormalized by applying Gram-Schmidt orthonormalization [1] on the matrix $Z_i$. The estimation of the tangent Hessian $H_i$ is now given by the transpose of the last $\frac{d(d+1)}{2}$ columns of the matrix $Z_i$. Using the Hessian estimators in local tangent coordinates, a matrix $\mathcal{H}$ is constructed with entries
\[ \mathcal{H}_{im} = \sum_i \sum_j ((H_i)_j \times (H_i)_jm) \] (29)

The matrix $\mathcal{H}$ represents information on the curviness of the high-dimensional data manifold. An eigenanalysis of $\mathcal{H}$ is performed in order to find the low-dimensional data representation that minimizes the curviness of the manifold. The eigenvectors corresponding to the $d$ smallest nonzero eigenvalues of $\mathcal{H}$ are selected and form the matrix $Y$, which contains the low-dimensional representation of the data.

### 3.3.4 LTSA

Similar to Hessian LLE, Local Tangent Space Analysis (LTSA) is a technique that describes local properties of the high-dimensional data using the local tangent space of each datapoint [93]. LTSA is based on the observation that, if local linearity of the manifold is assumed, there exists a linear mapping from a high-dimensional datapoint to its local tangent space, and that there exists a linear mapping from the corresponding low-dimensional datapoint to the same local tangent space [93]. LTSA attempts to align these linear mappings in such a way that they construct the local tangent space of the manifold from the low-dimensional representation. In other words, LTSA simultaneously searches for the coordinates of the low-dimensional data representations, and for the linear mappings of the low-dimensional datapoints to the local tangent space of the high-dimensional data.

Similar to Hessian LLE, LTSA starts with computing bases for the local tangent spaces at the datapoints $x_i$. This is done by applying PCA on the $k$ datapoints $x_{ij}$ that are neighbors of datapoint $x_i$. This results in a mapping $M_i$ from the neighborhood of $x_i$ to the local tangent space $\Theta_i$. A property of the local tangent space $\Theta_i$ is that there exists a

---

\(^8\)The derivation is too extensive for this paper, but can be found in [24].
linear mapping $L_i$ from the local tangent space coordinates $\theta_{ij}$ to the low-dimensional representations $y_{ij}$. Using this property of the local tangent space, LTSA performs the following minimization

$$\min_{Y_i,L_i} \sum_i \| Y_i L_i - L_i \Theta_i \|^2$$

(30)

where $J_k$ is the centering matrix of size $k$ [74]. It can be shown\(^9\) that the solution of the minimization is formed by the eigenvectors of an alignment matrix $B$, that correspond to the $d$ smallest nonzero eigenvalues of $B$. The entries of the alignment matrix $B$ are obtained by iterative summation (for all matrices $V_i$ and starting from $b_{ij} = 0$ for $\forall i,j$)

$$B_{Ni,Ni} = B_{Ni,Ni} + J_k(I - V_i V_i^T)J_k$$

(31)

where $N_i$ is a selection matrix that contains the indices of the nearest neighbors of datapoint $x_i$. Subsequently, the low-dimensional representation $Y$ is obtained by computation of the eigenvectors corresponding to the $d$ smallest nonzero eigenvectors of the symmetric matrix $\frac{1}{2}(B + B^T)$.

In [81], a successful application of LTSA to microarray data is reported.

### 3.4 Extensions and variants of local nonlinear techniques

In subsection 3.3, we discussed four local nonlinear techniques for dimensionality reduction. The capability of these techniques to successfully identify complex data manifolds has led to the proposal of several extensions and variants. In this subsection, we discuss two extensions of local nonlinear techniques for dimensionality reduction, as well as three linear approximations to local nonlinear techniques. The two extensions are discussed in subsubsection 3.4.1 and 3.4.2. Subsection 3.4.3 to 3.4.5 discuss the three linear approximations to local nonlinear dimensionality reduction techniques.

#### 3.4.1 Conformal Eigenmaps

Conformal Eigenmaps (CCA) are based on the observation that local nonlinear techniques for dimensionality reduction do not employ information on the geometry of the data manifold that is contained in discarded eigenvectors that correspond to relatively small eigenvalues [73]. Conformal Eigenmaps initially perform LLE (or alternatively, another local nonlinear technique for dimensionality reduction) to reduce the high-dimensional data to a dataset of dimensionality $d_t$, where $d < d_t < D$. Conformal Eigenmaps use the resulting intermediate solution in order to construct a $d$-dimensional embedding that is maximally angle-preserving (i.e., conformal).

A conformal mapping is a transformation that is preserves the angles between neighboring datapoints when reducing the dimensionality of the data. Consider a triangle $(x_h, x_i, x_j)$ in the high-dimensional data representation $X$ and its low-dimensional counterpart $(y_h, y_i, y_j)$. The mapping between these two triangles is conformal iff

$$\frac{\| y_{hi} - y_i \|^2}{\| x_{hi} - x_i \|^2} = \frac{\| y_{hj} - y_j \|^2}{\| x_{hj} - x_j \|^2} = \frac{\| y_{hi} - y_j \|^2}{\| x_{hi} - x_j \|^2}$$

(32)

Based on this observation, Conformal Eigenmaps define a measure $C_h$ that evaluates the conformality of the triangles at datapoint $x_h$ in the neighborhood graph by

$$C_h = \sum_{ij} \eta_{hi} \eta_{hj} (\| y_i - y_j \|^2 - s_h \| x_i - x_j \|^2)^2$$

(33)

where $\eta_{ij}$ is a variable that is 1 if $x_i$ and $x_j$ are connected in the neighborhood graph, and $s_h$ is a variable that corrects for scalings in the transformation from the high-dimensional data representation $X$ to its low-dimensional counterpart $Y$. Summing over $C_h$ yields a measure $C(Y)$ that measures the conformality of a low-dimensional data representation $Y$ with respect to the original data $X$. Conformal Eigenmaps seek for a linear mapping $M$ from the $d_t$-dimensional data representation $Z$ obtained from LLE to the low-dimensional data representation $Y$ that maximizes

---

\(^9\)The proof is too extensive for this paper, but can be found in [93].
the conformality measure \( C(Y) \). The maximization of the conformality measure \( C(Y) \) can be performed by solving the following semidefinite program\(^{10}\)

\[
\text{Maximize } t \text{ subject to:} \\
1) P \geq 0 \\
2) \text{trace } P = 1 \\
3) \begin{pmatrix} I & SP \\ (SP)^T & t \end{pmatrix} \geq 0
\]

where \( I \) represents the identity matrix, \( S \) is a matrix containing the scaling coefficients \( s_h \), and \( P \) represents a matrix that is given by \( P = M^T M \). Using the solution \( P \) of the SDP, the linear transformation \( M \) can be obtained by computing \( M = P^{1/2} \). The low-dimensional data representation \( Y \) is obtained by mapping the intermediate solution \( Z \) (that was contructed by LLE) onto \( M \), i.e., by computing \( Y = ZM \).

### 3.4.2 MVU

Maximum Variance Unfolding (MVU) is very similar to FastMVU in that both techniques solve the same optimization problem. However, in contrast to FastMVU, MVU starts from an intermediate solution that is obtained from LLE (similar to Conformal Eigenmaps). The idea behind MVU is that local nonlinear techniques for dimensionality reduction aim to preserve local properties of the data, but not necessarily aim to completely `unfold` a data manifold. MVU performs the unfolding based on the low-dimensional data representation computed by LLE, thereby improving the low-dimensional representation.

MVU starts with performing LLE (although another local nonlinear method could be used as well) in order to reduce the dimensionality of the data to \( d_t \), where \( d < d_t < D \). Subsequently, the FastMVU procedure is applied on the obtained data representation \( Z \) of dimensionality \( d_t \) in order to obtain the final low-dimensional representation \( Y \). The intuition behind this approach is that local nonlinear techniques for dimensionality reduction preserve local properties of a data manifold, but not explicitly unfold the data manifold. The advantage of MVU over FastMVU is that the semidefinite program that MVU solves is much smaller than the program that is solved by FastMVU.

### 3.4.3 LPP

In contrast to traditional linear techniques such as PCA, local nonlinear techniques for dimensionality reduction (see subsection 3.3) are capable of the successful identification of complex data manifolds such as the Swiss roll. This capability is due to the cost functions that are minimized by local nonlinear dimensionality reduction techniques, which aim at preserving local properties of the data manifold. However, in many learning settings, the use of a linear technique for dimensionality reduction is desired, e.g., when an accurate and fast out-of-sample extension is necessary, when data has to be transformed back into its original space, or when one wants to visualize the transformation that was constructed by the dimensionality reduction technique. Linearity Preserving Projection (LPP) is a technique that aims at combining the benefits of linear techniques and local nonlinear techniques for dimensionality reduction by finding a linear mapping that minimizes the cost function of Laplacian Eigenmaps \([36]\).

Similar to Laplacian Eigenmaps, LPP starts with the construction of a nearest neighbor graph in which every datapoint \( x_i \) is connected to its \( k \) nearest neighbors \( x_{i_j} \). The weights of the edges in the graph are computed using Equation 19. Subsequently, LPP solves the generalized eigenproblem

\[
(X - \bar{X})^T L (X - \bar{X}) v = \lambda (X - \bar{X})^T M (X - \bar{X}) v 
\]

(34)

in which \( L \) is the graph Laplacian, and \( M \) the degree matrix of the graph, as described in subsubsection 3.3.2. It can be shown that the eigenvectors \( v_i \) corresponding to the \( d \) smallest nonzero eigenvalues form the columns of the linear mapping \( T \) that minimizes the Laplacian Eigenmap cost function (see Equation 26). The low-dimensional data representation \( Y \) is thus given by \( Y = (X - \bar{X})T \).

\(^{10}\)For the derivation of the SDP, we refer to \([73]\).
### 3.4 NPE

Similar to LPP, Neighborhood Preserving Embedding (NPE) minimizes the cost function of a local nonlinear technique for dimensionality reduction under the constraint that the mapping from the high-dimensional to the low-dimensional data representation is linear. NPE is the linear approximation to LLE (see subsubsection 3.3.1).

NPE defines a neighborhood graph on the dataset $X$, and subsequently computes the reconstruction weights $W_i$ as in LLE. The cost function of LLE (see Equation 25) is optimized by solving the following generalized eigenproblem for the $d$ smallest nonzero eigenvalues

$$
(X - \bar{X})^T (I - W)^T (I - W) (X - \bar{X}) v = \lambda (X - \bar{X})^T (X - \bar{X}) v 
$$

where $I$ represents the $n \times n$ identity matrix. The low-dimensional data representation is computed by mapping $X$ onto the obtained mapping $T$, i.e., by computing $Y = (X - \bar{X})T$.

### 3.4.5 LLTSA

Using a similar approach as LPP and NPE, LLTSA is a linear technique for dimensionality reduction that minimizes the cost function of LTTSA. Summarizing, LLTSA defines a neighborhood graph on the data and estimates the local tangent space $\Theta_i$ at every datapoint $x_i$. Subsequently, it forms the alignment matrix $B$ by performing the summation in Equation 31. The LLTSA cost function (see Equation 30) is minimized in a linear manner by solving the generalized eigenproblem

$$
(X - \bar{X})^T B (X - \bar{X}) v = \lambda (X - \bar{X})^T (X - \bar{X}) v 
$$

for the $d$ smallest nonzero eigenvalues. The $d$ eigenvectors $v_i$ form the columns of the linear mapping $T$, which can be used to obtain the low-dimensional representation $Y$ by computing $Y = (X - \bar{X})T$.

### 3.5 Global alignment of linear models

In the previous subsections, we discussed techniques that compute a low-dimensional data representation by preserving global or local properties of the data. Techniques that perform global alignment of (local) linear models combine these two types: they compute a collection of linear models and perform an alignment of these linear models. In this subsection, three techniques are discussed that globally align a collection of linear models: (1) LLC, (2) manifold charting, and (3) CFA. The techniques are discussed separately in subsubsection 3.5.1 to 3.5.3.

#### 3.5.1 LLC

Locally Linear Coordination (LLC) [78] computes a number of locally linear models and subsequently performs a global alignment of the linear models. This process consists of two steps: (1) computing a mixture of local linear models on the data by means of an Expectation Maximization (EM) algorithm and (2) aligning the local linear models on the data by means of an Expectation Maximization (EM) algorithm and (3) CFA. The techniques are discussed separately in subsubsection 3.5.1 to 3.5.3.
for the $d$ smallest nonzero eigenvalues\textsuperscript{11}. In the equation, $A$ is the inproduct of $M^T U$ and $B$ is the inproduct of $U$. The $d$ eigenvectors $v_i$ form a matrix $L$, that can be shown to define a linear mapping from the responsibility-weighted data representation $U$ to the underlying low-dimensional data representation $Y$ that minimizes the LLE cost function. The low-dimensional data representation is thus obtained by computing $Y = U L$.

### 3.5.2 Manifold charting

Similar to LLC, manifold charting constructs a low-dimensional data representation by aligning a mixture of factor analyzers (MFA) model \cite{13}. In contrast to LLC, manifold charting does not minimize a cost function that corresponds to another dimensionality reduction technique (such as the LLE cost function). Manifold charting minimizes a convex cost function that measures the amount of disagreement between the linear models on the global coordinates of the datapoints. The minimization of this cost function can be performed by solving a generalized eigenproblem.

Manifold charting first performs the EM algorithm to learn a mixture of factor analyzers, in order to obtain $m$ low-dimensional data representations $z_{ij}$ and corresponding responsibilities $r_{ij}$ (where $j \in \{1, \ldots, m\}$) for all datapoints $x_i$. Manifold charting finds a linear mapping from the data representations $z_{ij}$ to the global coordinates $y_i$ that minimizes the cost function

$$
\phi(Y) = \sum_{i=1}^{n} \sum_{j=1}^{m} r_{ij} \| y_i - y_{ik} \|^2
$$

where $y_i = \sum_{k=1}^{m} r_{ik} y_{ik}$. The intuition behind the cost function is that whenever there are two linear models to which a datapoint has a high responsibility, these linear models should agree on the final coordinate of the datapoint. The cost function can be rewritten in the form

$$
\phi(Y) = \sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{k=1}^{m} r_{ij} r_{ik} \| y_{ij} - y_{ik} \|^2
$$

which allows the cost function to be rewritten in the form of a Rayleigh quotient. The Rayleigh quotient can be constructed by the definition of a block-diagonal matrix $D$ with $m$ blocks by

$$
D = \begin{pmatrix}
D_1 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & D_m
\end{pmatrix}
$$

where $D_j$ is the sum of the weighted covariances of the data representations $z_{ij}$. Hence, $D_j$ is given by

$$
D_j = \sum_{i=1}^{n} r_{ij} \text{cov}_{z_{ij}1}
$$

In the equation, the 1 is added to the linear models $z_{ij}$ in order to facilitate translations in the construction of $y_i$ from the data representations $z_{ij}$. Using the definition of the matrix $D$ and the $n \times mD$ block-diagonal matrix $U$ with entries $u_{ij} = r_{ij}[z_{ij}1]$, the manifold charting cost function can be rewritten as

$$
\phi(Y) = L^T (D - U^T U) L
$$

where $L$ represents the linear mapping on the matrix $Z$ that can be used to compute the final low-dimensional data representation $Y$. The linear mapping $L$ can thus be computed by solving the generalized eigenproblem

$$
(D - U^T U) v = \lambda U^T U v
$$

for the $d$ smallest nonzero eigenvalues. The $d$ eigenvectors $v_i$ form the columns of the linear combination $L$ from $[Z1]$ to $Y$.

\textsuperscript{11}The derivation of this eigenproblem can be found in \cite{78}.
3.5.3  CFA

Similar to LLC and manifold charting, Coordinated Factor Analysis (CFA) constructs a low-dimensional data representation by globally aligning a mixture of factor analyzers [89]. However, CFA combines the construction of the mixture model and the alignment into one stage, whereas LLC and manifold charting first construct the mixture model, and subsequently align the separate linear models. The main advantage of the approach taken by CFA is that it allows for changes in the linear models if in order to facilitate a better global alignment of the linear models. CFA is implemented by means of an EM algorithm that maximizes the normal MFA log-likelihood function, minus a term that measures to what extent the mixture $p(y|x_i)$ resembles a Gaussian. The penalty term takes the form of a Kullback-Leibler divergence.

The penalized log-likelihood function that is maximized in CFA is given by

$$
\mathcal{L} = \sum_{i=1}^{n} \left( \log p(x_i) - D(q_i(y) \parallel p(y|x_i)) \right)
$$

where $\log p(x_i)$ represents the log-likelihood of the MFA model, $D(\cdot \parallel \cdot)$ represents a Kullback-Leibler divergence, and $q_i$ represents a Gaussian $q_i = \mathcal{N}(y; y_i, \Sigma_i)$. The penalty term measures to what extent the mixture $p(y|x_i)$ resembles a Gaussian. In other words, the penalty term reflects the notion of agreement in the learning algorithm on the low-dimensional data representation $y$. The EM algorithm that maximizes the penalized log-likelihood function in Equation 44 is tedious, but all update rules are given by closed form equations. The update rules that implement the EM algorithm can be found in [89]. Although CFA allows for changes in the MFA model in case this is beneficial for the alignment of the linear model, its performance may suffer from the presence of many local maxima in the penalized log-likelihood function.
4 Techniques for intrinsic dimensionality estimation

In section 3, we presented 23 techniques for dimensionality reduction. In the entire section, we assumed that the target dimensionality of the low-dimensional data representation was specified by the user. Ideally, the target dimensionality is set equal to the intrinsic dimensionality of the dataset. Intrinsic dimensionality is the minimum number of parameters that is necessary in order to account for all information in the data. Several techniques have been proposed in order to estimate the intrinsic dimensionality of a dataset $X$. Techniques for intrinsic dimensionality estimation can be used in order to circumvent the problem of selecting a proper target dimensionality (e.g., using hold-out testing) to reduce the dataset $X$ to. In this section, we discuss six techniques for intrinsic dimensionality estimation. Techniques for intrinsic dimensionality estimation can be subdivided into two main groups: (1) estimators based on the analysis of local properties of the data and (2) estimators based on the analysis of global properties of the data. In this section, we present six techniques for intrinsic dimensionality estimation. Three techniques based on the analysis of local data properties are discussed in subsection 4.1. Subsection 4.2 presents three techniques for intrinsic dimensionality estimation that are based on the analysis of global properties of the data.

4.1 Local estimators

Local intrinsic dimensionality estimators are based on the observation that the number of datapoints covered by a hypersphere around a datapoint with radius $r$ grows proportional to $r^d$, where $d$ is the intrinsic dimensionality of the data manifold around that datapoint. As a result, the intrinsic dimensionality $d$ can be estimated by measuring the number of datapoints covered by a hypersphere with a growing radius $r$. This subsection describes three local estimators for intrinsic dimensionality: (1) the correlation dimension estimator, (2) the nearest neighbor dimension estimator, and (3) the maximum likelihood estimator. The estimators are discussed separately in subsubsection 4.1.1 to 4.1.3.

4.1.1 Correlation dimension estimator

The correlation dimension estimator uses the intuition that the number of datapoints in a hypersphere with radius $r$ is proportional to $r^d$ by computing the relative amount of datapoints that lie within a hypersphere with radius $r$. The relative amount of datapoints that lie within a hypersphere with radius $r$ is given by

$$C(r) = \frac{2}{n(n-1)} \sum_{i=1}^{n} \sum_{j=i+1}^{n} c \quad \text{where } c = \begin{cases} 1, & \text{if } \|x_i - x_j\| \leq r \\ 0, & \text{if } \|x_i - x_j\| > r \end{cases}$$

Because the value $C(r)$ is proportional to $r^d$, we can use $C(r)$ to estimate the intrinsic dimensionality $d$ of the data. The intrinsic dimensionality $d$ is given by the limit

$$d = \lim_{r \to 0} \frac{\log C(r)}{\log r}$$

Since the limit in the above equation cannot be solved for explicitly, its value is estimated by computing $C(r)$ for two values of $r$. The estimation of the intrinsic dimensionality of the data is then given by the ratio

$$\hat{d} = \frac{\log(C(r_2) - C(r_1))}{\log(r_2 - r_1)}$$

4.1.2 Nearest neighbor estimator

Similar to the correlation dimension estimator, the nearest neighbor estimator is based on the evaluation of the number of neighboring datapoints that are covered by a hypersphere with radius $r$. In contrast to the correlation
dimension estimator, the nearest neighbor estimator does not explicitly count the number of datapoints inside a hypersphere with radius $r$, but it computes the minimum radius $r$ of the hypersphere that is necessary to cover $k$ nearest neighbors. Mathematically, the nearest neighbor estimator computes

$$C(k) = \frac{1}{n} \sum_{i} T_k(x_i)$$

where $T_k(x_i)$ represents the radius of the smallest hypersphere with center $x_i$ that covers $k$ neighboring datapoints. Similar to the correlation dimension estimator, the nearest neighbor estimator estimates the intrinsic dimensionality $d$ by

$$\hat{d} = \frac{\log(C(k_2) - C(k_1))}{\log(k_2 - k_1)}$$

4.1.3 Maximum likelihood estimator

Similar to the correlation dimension and the nearest neighbor dimension estimator, the maximum likelihood estimator for intrinsic dimensionality [56] estimates the number of datapoints covered by a hypersphere with a growing radius $r$. In contrast to the former two techniques, the maximum likelihood estimator does so by modelling the number of datapoints inside the hypersphere as a Poisson process. In the Poisson process, the rate of the process $\lambda(t)$ at intrinsic dimensionality $d$ is expressed as

$$\lambda(t) = f(x) \pi^{d/2} dt^{d-1}$$

in which $f(x)$ is the sampling density and $\Gamma(\cdot)$ is the gamma function. Based on the Poisson process, it can be shown that the maximum likelihood estimation of the intrinsic dimensionality $d$ around datapoint $x_i$ given $k$ nearest neighbors is given by

$$\hat{d}_k(x_i) = \left( \frac{1}{k-1} \sum_{j=1}^{k-1} \log \frac{T_k(x_i)}{T_j(x_i)} \right)^{-1}$$

in which $T_k(x_i)$ represents the radius of the smallest hypersphere with center $x_i$ that covers $k$ neighboring datapoints. In the original paper [56], the estimation of the intrinsic dimensionality of the entire dataset $X$ is obtained by averaging over the $n$ local estimates $\hat{d}_k(x_i)$. However, there exist arguments indicating that a maximum likelihood estimator for intrinsic dimensionality should not average over all estimations, but over their inverses [59].

4.2 Global estimators

Whereas local estimators for intrinsic dimensionality average over local estimates of intrinsic dimensionality, global estimators consider the data as a whole when estimating the intrinsic dimensionality. This subsection describes three global intrinsic dimensionality estimators: (1) the eigenvalue-based estimator, (2) the packing number estimator, and (3) the geodesic minimum spanning tree estimator. The three global intrinsic dimensionality estimators are described separately in subsubsection 4.2.1 to 4.2.3.

4.2.1 Eigenvalue-based estimator

The eigenvalue-based intrinsic dimensionality estimator performs PCA (see subsubsection 3.1.1) on the high-dimensional dataset $X$ and evaluates the eigenvalues corresponding to the principal components [32]. The values of the eigenvalues provide insight in the amount of variance that is described by their corresponding eigenvectors. After normalization, the eigenvalues can be plotted in order to provide insight in the intrinsic dimensionality of the data. In

---

12 The derivation of the maximum likelihood estimator can be found in [56].

13 Please note that the eigenvalues obtained from Kernel PCA can be evaluated in exactly the same way.

14 This follows directly from the theory of the Rayleigh quotient. A function of the form $\frac{X^T A X}{X^T X}$ is maximized by the eigenvector $v_1$ of $A$ that corresponds to the largest eigenvalue $\lambda_1$ of $A$. The value of the function $\frac{X^T A X}{X^T X}$ at the maximum given by $\lambda_1$ itself. Note that PCA maximizes a Rayleigh quotient where $A = \text{cov} X - \bar{X}$. 
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an eigenvalue plot, the first \( d \) eigenvalues are typically high (where \( d \) is the intrinsic dimensionality of the dataset), whereas the remaining eigenvalues are typically small (since they only model noise in the data). An example of a typical eigenvalue plot is shown in Figure 2. The estimation of the intrinsic dimensionality \( d \) is performed by counting the number of normalized eigenvalues that is higher than a small threshold value \( \epsilon \).

### 4.2.2 Packing numbers estimator

The packing numbers intrinsic dimensionality estimator [48] is based on the intuition that the \( r \)-covering number \( N(r) \) is proportional to \( r^{-d} \). The \( r \)-covering number \( N(r) \) is the number of hyperspheres with radius \( r \) that is necessary to cover all datapoints \( x_i \) in the dataset \( X \). Because \( N(r) \) is proportional to \( r^{-d} \), the intrinsic dimensionality of a dataset \( X \) is given by

\[
d = \lim_{r \to 0} \frac{\log N(r)}{\log r} \tag{52}
\]

In general, finding the \( r \)-covering number \( N(r) \) of a dataset \( X \) is a problem that is computationally infeasible. The packing numbers estimator circumvents this problem by using the \( r \)-packing number \( M(r) \) instead of the \( r \)-covering number \( N(r) \). The \( r \)-packing number \( M(r) \) is defined as the maximum size of an \( r \)-separated subset of \( X \). In other words, the \( r \)-packing number \( M(r) \) is the maximum number of datapoints in \( X \) that can be covered by a single hypersphere with radius \( r \). For datasets of reasonable size, finding the \( r \)-packing number \( M(r) \) is computationally feasible. The intrinsic dimensionality of a dataset \( X \) can be found by evaluating the limit

\[
d = \lim_{r \to 0} \frac{\log M(r)}{\log r} \tag{53}
\]

Because the limit cannot be evaluated explicitly, the intrinsic dimensionality of the data is estimated (similar to the correlation dimension estimator) by

\[
\hat{d} = -\frac{\log(M(r_2) - M(r_1))}{\log(r_2 - r_1)} \tag{54}
\]

### 4.2.3 GMST estimator

The geodesic minimum spanning tree (GMST) estimator is based on the observation that the length function of a geodesic minimum spanning tree is strongly dependent on the intrinsic dimensionality \( d \). The GMST is the minimum spanning tree of the neighborhood graph defined on the dataset \( X \). The length function of the GMST is the sum of the Euclidean distances corresponding to all edges in the geodesic minimum spanning tree. The intuition behind the
dependency between the length function of the GMST and the intrinsic dimensionality $d$ is similar to the intuition behind local intrinsic dimensionality estimators.

Similar to Isomap, the GMST estimator constructs a neighborhood graph $G$ on the dataset $X$, in which every datapoint $x_i$ is connected with its $k$ nearest neighbors $x_{ij}$. The geodesic minimum spanning tree $T$ is defined as the minimal graph over $X$, which has length

$$L(X) = \min_{T \in \mathcal{T}} \sum_{e \in T} g_e$$

where $\mathcal{T}$ is the set of all subtrees of graph $G$, $e$ is an edge in tree $T$, and $g_e$ is the Euclidean distance corresponding to the edge $e$. In the GMST estimator, a number of subsets $A \subset X$ of the dataset $X$ are constructed with various sizes $m$, and the lengths $L(A)$ of the GMSTs of the subsets $A$ are computed. Theoretically, the ratio $\frac{\log L(A)}{\log m}$ is linear, and can thus be estimated by a function of the form $y = ax + b$. The variables $a$ and $b$ are estimated by means of least squares. It can be shown that the estimated value of $a$ provides an estimate for the intrinsic dimensionality through $d = \frac{1}{1-a}$. 
5 Examples

In the previous sections, we described 23 techniques for dimensionality reduction and 6 techniques for intrinsic dimensionality estimation. All these techniques are implemented in the Matlab Toolbox for Dimensionality Reduction. In this section, we explain how the implementations in the toolbox can be used. Throughout this section, we assume the dataset is contained in an $n \times D$ matrix $X$. If class labels are available for the datapoints in $X$, these are contained in an $n \times 1$ numeric vector $\text{labels}$.

If you encounter any errors while executing the example code in this section, please check whether your system meets the prerequisites for using the Matlab Toolbox for Dimensionality Reduction, and whether you installed the toolbox properly. A list of prerequisites can be found in appendix A. Installation instructions are to be found in appendix B.

In subsection 5.1, examples of the use of intrinsic dimensionality estimators are provided. Subsection 5.2 describes examples of performing dimensionality reduction on a dataset $X$. In subsection 5.3, we discuss additional features of the toolbox.

5.1 Intrinsic dimensionality estimation

In the Matlab Toolbox for Dimensionality Reduction, the 6 intrinsic dimensionality estimators described in section 4 are available through the function $\text{intrinsic\_dim}$. Consider the following example:

```
[X, labels] = generate_data('swiss', 2000, 0.05);
scatter3(X(:,1), X(:,2), X(:,3), 5, labels); drawnow
d = intrinsic_dim(X, 'MLE');
disp(['Intrinsic dimensionality of data: ' num2str(d)]);
```

The code above constructs a Swiss roll dataset of 2,000 datapoints with a small amount of noise around the manifold. The dataset is plotted in a 3D scatter plot. Subsequently, the intrinsic dimensionality of the constructed dataset is estimated by means of the maximum likelihood estimator. The result of the code above should be similar to:

```
Intrinsic dimensionality of data: 1.978
```

Note that the true intrinsic dimensionality of the Swiss roll dataset is 2, and the maximum likelihood estimation of the intrinsic dimensionality is thus fairly accurate.

As can be observed from the example above, the syntax of the $\text{intrinsic\_dim}$ function is

```
d = intrinsic_dim(X, method)
```

where $\text{method}$ can have the following values:

- 'CorrDim'
- 'NearNbDim'
- 'MLE'
- 'EigValue'
- 'PackingNumbers'
- 'GMST'

The default value for $\text{method}$ is 'MLE'. Below, we present an example reveals differences between the estimators for intrinsic dimensionality:

```
[X, labels] = generate_data('twinpeaks', 2000, 0.05);
scatter3(X(:,1), X(:,2), X(:,3), 5, labels); drawnow
d1 = intrinsic_dim(X);
disp(['MLE estimation: ' num2str(d1)]);
d2 = intrinsic_dim(X, 'CorrDim');
disp(['Correlation dim. estimation: ' num2str(d2)]);
d3 = intrinsic_dim(X, 'NearNbDim');
disp(['NN dim. estimation: ' num2str(d3)]);
d4 = intrinsic_dim(X, 'EigValue');
disp(['Eigenvalue estimation: ' num2str(d4)]);
```
\[ \text{d5 = intrinsic_dim}(X, 'PackingNumbers'); } \\
\text{disp('Packing numbers estimation: ' num2str(d5)); } \\
\text{d6 = intrinsic_dim}(X, 'GMST'); } \\
\text{disp('GMST estimation: ' num2str(d6)); } \\
\text{mu = mean([d1 d2 d3 d4 d5 d6]); } \\
\text{disp('Mean estimation: ' num2str(mu)); } \\
\]

The code above will generate a twin peaks manifold of 2,000 datapoints with some noise around the manifold, and run the six intrinsic dimensionality estimators on the resulting dataset. The result of the code above should be similar to:

- MLE estimation: 2.1846
- Correlation dim. estimation: 2.093
- NN dim. estimation: 3.2165
- Eigenvalue estimation: 2
- Packing numbers estimation: 1.5292
- GMST estimation: 2.098
- Mean estimation: 2.1869

From the example above, we observe that there are differences in the estimations made by various intrinsic dimensionality estimators. For real-world datasets, these differences may be larger than for the artificial dataset we used in the example.

### 5.2 Dimensionality reduction

In the previous subsection, we provided examples of intrinsic dimensionality estimation using the Matlab Toolbox for Dimensionality Reduction. Based on the intrinsic dimensionality estimations (or based on knowledge on the underlying distribution of the data), it is possible to select a proper value for the target dimensionality \(d\). Once the target dimensionality \(d\) is chosen, we can select a technique in order to reduce the dimensionality of the dataset \(X\) to \(d\) dimensions by means of the `compute_mapping` function. Consider the following example:

\[
\text{[X, labels]} = \text{generate_data('twinpeaks', 2000, 0.05); } \\
\text{scatter3(X(:,1), X(:,2), X(:,3), 5, labels); drawnow } \\
\text{d = round(intrinsic_dim(X)); } \\
\text{Y = compute_mapping(X, 'PCA', d); } \\
\text{figure, scatter(Y(:,1), Y(:,2), 5, labels), drawnow } \\
\]

The code above generates a twinpeaks manifold of 2,000 datapoints, estimates its intrinsic dimensionality \(d\) (which is somewhere near 2, see subsection 5.1), and reduces the dataset to \(d\) dimensions by means of Principal Components Analysis. The resulting data representation is shown in Figure 3.

The syntax of the `compute_mapping` function is similar for all dimensionality reduction techniques, although the number of parameters that can be specified differs per technique. The syntax of the `compute_mapping` function is

\[
[Y, M] = \text{compute_mapping}(X, \text{method}, d, \text{pars}, \text{eig})
\]

where `method` indicates the technique that is used, \(d\) represents the target dimensionality \(d\), `pars` represents one or more parameters, and `eig` indicates the type of iterative eigensolver that is used in spectral techniques that perform an eigenanalysis of a sparse matrix. The `compute_mapping` returns the low-dimensional data representation in \(Y\). Additional information on the computed mapping is contained in the \(M\) structure. The `compute_mapping` supports the following values for `method`:

- `'PCA'` or `SimplePCA'` or `ProbPCA'`
- `'LDA'`
- `'MDS'`
- `'SPE'`
- `'Isomap'` or `LandmarkIsomap'`
- `'FastMVU'`
- `'KernelPCA'`
The default value for method is ‘PCA’. The default value for the target dimensionality $d$ is 2. Note that the dimensionality of $Y$ is not necessarily equal to $d$. For various techniques, the rank of a matrix that is spectrally analyzed may be lower than $d$, leading to a data representation $Y$ of lower dimensionality than the original setting of $d$. If this occurs, the toolbox will always show a warning. In addition, running the Isomap algorithm might reduce the number of datapoints in the low-dimensional data representation $Y$, because Isomap only embeds the largest connected component in the neighborhood graph. The indices of the datapoints that are retained in the low-dimensional data representation $Y$ can be obtained from $M$.conn_comp.

Some of the techniques in the toolbox are very closely related, which is why we briefly discuss their differences. The ‘PCA’ setting performs the traditional PCA procedure (as described in subsubsection 3.1.1), whereas the ‘SimplePCA’ applies a Hebbian learning technique [65] to estimate the eigenvectors of the covariance matrix. The ‘ProbPCA’ performs probabilistic PCA by means of an EM algorithm [83]. The setting ‘LandmarkIsomap’ selects a number of landmark points from the dataset $X$, performs Isomap on these datapoints, and fits the remaining points into the
Technique | Parameters
--- | ---
PCA | none
SPCA | none
PPCA | $i = 200$
LDA | none
MDS | none
SPE | $type = \{\text{\{'Global\'}, \text{\{\text{\{'Local\}'}}\}\}$
Isomap | $k = 12$
Landmark Isomap | $k = 12$
FastMVU | $k = 12$
Kernel PCA | $\kappa(\cdot, \cdot)$
GDA | $\kappa(\cdot, \cdot)$
Diffusion maps | $\sigma = 1$ $t = 1$
SNE | $\sigma = 1$
Autoencoders | none
LLE | $k = 12$
Laplacian Eigenmaps | $k = 12$ $\sigma = 1$
Hessian LLE | $k = 12$
LTSA | $k = 12$
Conformal Eigenmaps | $k = 12$
MVU | $k = 12$
LPP | $k = 12$
NPE | $k = 12$ $\sigma = 1$
LLTSA | $k = 12$
LLC | $k = 12$ $m = 20$ $i = 200$
Manifold charting | $m = 40$ $i = 200$
CFA | $m = 40$ $i = 200$

Table 1: Parameters and their default values.

low-dimensional data representation [20]. In contrast, the setting ‘Isomap’ performs the original Isomap algorithm (as described in subsubsection 3.2.3), which might be computationally infeasible for large problems. The setting ‘AutoencoderRBM’ trains an autoencoder by means of a pretraining with an RBM and backpropagation (see [40] for details), whereas the setting ‘AutoencoderEA’ trains an autoencoder by means of an evolutionary algorithm. A large number of techniques for dimensionality reduction has one or more free parameters, which can be set when applying the technique. A list of parameters and their default values is provided in Table 1. The parameters should be provided in the same order as listed in the table. If there are two parameters that need to be set, it is possible to set only the first one. However, if the user wants to specify the second parameter, the first parameter needs to be specified as well. In all techniques, the parameter $k$ may have an integer value representing the number of neighbors to use in the neighborhood graph, but it may also be set to ‘adaptive’. The ‘adaptive’ setting constructs a neighborhood graph using the technique for adaptive neighborhood selection described in [60].

For the kernel methods Kernel PCA and GDA, the kernel function $\kappa(\cdot, \cdot)$ can be defined through the compute_mapping function. An overview of the possible kernel functions is provided in Table 2. For datasets up to 3,000 datapoints, Kernel PCA explicitly computes the kernel matrix $K$ and stores it in memory. Because of memory constraints, for larger problems, the eigendecomposition of the kernel matrix is performed using an iterative eigensolver that does not explicitly store the kernel matrix in memory. As a result, it is not possible to use your own kernel matrices in the Kernel PCA implementation.

The last parameter of the compute_mapping function is the eig parameter. The eig parameter applies only to techniques for dimensionality reduction that perform a spectral analysis of a sparse matrix. Possible values are ‘Matlab’ and ‘JDQR’ (the default value is ‘Matlab’). The ‘Matlab’ setting performs the spectral analysis using Arnoldi methods [5], whereas the setting ‘JDQR’ employs Jacobi-Davidsson methods [30] for the spectral analysis. For large datasets (where $n > 10,000$), we advice the use of Jacobi-Davidsson methods for spectral analysis of sparse matrices. The parameter eig should be the last parameter that is given to the compute_mapping function.
Table 2: Kernel functions in the toolbox.

<table>
<thead>
<tr>
<th>Kernel</th>
<th>Parameters</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>'linear'</td>
<td>$k_{ij} = x_i^T x_j$</td>
</tr>
<tr>
<td>Polynomial</td>
<td>'poly', a, b</td>
<td>$k_{ij} = (x_i^T x_j + a)^b$</td>
</tr>
<tr>
<td>Gaussian</td>
<td>'gauss', $\sigma$</td>
<td>$k_{ij} = \exp\left(-\frac{|x_i - x_j|^2}{2\sigma^2}\right)$</td>
</tr>
</tbody>
</table>

Below, we provide a second example of the use of the toolbox:

```matlab
[X, labels] = generate_data('swiss', 2000, 0.05);
d = round(intrinsic_dim(X));
Y1 = compute_mapping(X, 'LLE', d);
Y2 = compute_mapping(X, 'LLE', d, 7);
Y3 = compute_mapping(X, 'Laplacian', d, 7, 'JDQR');
Y4 = compute_mapping(X, 'LTSR', d, 7);
Y5 = compute_mapping(X, 'CCA', d, 'Matlab');
subplot(3, 2, 1), scatter3(X(:,1), X(:,2), X(:,3), 5, labels);
subplot(3, 2, 2), scatter(Y1(:,1), Y1(:,2), 5, labels);
subplot(3, 2, 3), scatter(Y2(:,1), Y2(:,2), 5, labels);
subplot(3, 2, 4), scatter(Y3(:,1), Y3(:,2), 5, labels);
subplot(3, 2, 5), scatter(Y4(:,1), Y4(:,2), 5, labels);
subplot(3, 2, 6), scatter(Y5(:,1), Y5(:,2), 5, labels);
```

The code above generates a Swiss roll dataset of 2,000 datapoints with some noise around the data manifold, estimates the intrinsic dimensionality of the resulting dataset, performs five techniques for dimensionality reduction on the dataset using various settings, and plots the results. The resulting plot should look like the plot in Figure 4.

Figure 4: Dimensionality reduction on the Swiss roll dataset.
5.3 Additional functions

In addition to the functions for intrinsic dimensionality estimation and dimensionality reduction, the toolbox contains functions for data generation, data prewhitening, and out-of-sample extension. The generation of a number of artificial dataset can be performed using the `generate_data` function, which is discussed in subsubsection 5.3.1. For data prewhitening, the function `prewhiten` can be used (see subsubsection 5.3.2). Out-of-sample extension can be performed by means of the `out_of_sample` and the `out_of_sample_est` functions. The two functions for out-of-sample extension are described in more detail in subsubsection 5.3.3.

5.3.1 Data generation

The `generate_data` is a function that can be used to generate five different artificial datasets: (1) the Swiss roll dataset, (2) the twinpeaks dataset, (3) the helix dataset, (4) the 3D clusters dataset, and (5) the intersecting dataset. All artificial datasets have dimensionality 3, but their intrinsic dimensionalities vary from 1 to 3. The syntax of the `generate_data` function is

\[ [X, \text{labels}] = \text{generate\_data}(\text{name}, n, \text{noise}) \]

Herein, `name` is the name of the dataset. The possible values are `swiss`, `twinpeaks`, `helix`, `3d\_clusters`, and `intersect`. The default value is `swiss`. The parameter `n` specifies the number of datapoints that is sampled from the underlying manifold (the default value is 1,000). The parameter `noise` determines the amount of noise around the data manifold (the default value is 0.05).

Below, we provide an example of the use of the `generate_data` function:

```
[X, labels] = generate_data('helix', 2000, 0.05);
subplot(1, 3, 1), scatter3(X(:,1), X(:,2), X(:,3), 5, labels);
[X, labels] = generate_data('intersect', 2000, 0.5);
subplot(1, 3, 2), scatter3(X(:,1), X(:,2), X(:,3), 5, labels);
[X, labels] = generate_data('3d\_clusters');
subplot(1, 3, 3), scatter3(X(:,1), X(:,2), X(:,3), 5, labels);
```

The plot resulting from the code above should look like Figure 5.

![Figure 5: Examples of artificial datasets.](image-url)
5.3.2 Prewhitening

In section 2, we argued that data lies on a manifold of low dimensionality that is embedded in a high-dimensional space. In practice, the data is likely to contain noise, i.e., the data lies near a manifold of low dimensionality. The performance of techniques for dimensionality reduction can often be improved by the removal of noise around the data manifold. Prewhitening is a straightforward way to remove noise from the high-dimensional data. Prewhitening performs PCA (see subsection 3.1.1) on the high-dimensional dataset, thereby retaining a large portion of the variance in the data (typically around 95% of the variance in the data is retained).

Using the Matlab Toolbox for Dimensionality Reduction, prewhitening of data can be performed by means of the prewhiten function. The syntax of the prewhiten function is

\[ X = \text{prewhiten}(X) \]

The function is parameterless. Because of the simplicity of the prewhiten function, we do not present example code in which the function is used.

5.3.3 Out-of-sample extension

Until now, we have assumed that dimensionality reduction is applied in learning settings in which both training and test data are available. In, e.g., classification systems, test data often becomes available after the training process is completed. In order to avoid retraining every time new test data comes available, the construction of a method for out-of-sample extension is desirable. Out-of-sample extension transforms new high-dimensional datapoints to the low-dimensional space.

For linear techniques for dimensionality reduction, out-of-sample extension is straightforward, since the linear mapping \( M \) defines the transformation from the high-dimensional data representation to its low-dimensional counterpart. For linear dimensionality reduction techniques, out-of-sample extension of a new datapoint \( x_{n+1} \) is thus performed by computing

\[ y_{n+1} = (x_{n+1} - \bar{X})M \]

(56)

For Kernel PCA, a similar procedure can be applied, although the out-of-sample extension for Kernel PCA requires some additional kernel computations. For autoencoders, out-of-sample extension can readily be performed, because the trained neural network defines the transformation from the high-dimensional data representation to its counterpart of lower dimensionality.

For other dimensionality reduction techniques, out-of-sample extension can only be performed using estimation methods [11, 81]. Because of its general applicability, we briefly discuss the out-of-sample extension method in [81]. The method starts by identifying the nearest neighbor \( x_i \) of the new datapoint \( x_{n+1} \). Subsequently, the affine transformation matrix \( T \) that maps the nearest neighbor \( x_i \) to its low-dimensional counterpart \( y_i \) is computed. The transformation matrix is given by

\[ T = (y_i - \bar{y}_i)(x_i - \bar{x}_i)^+ \]

(57)

where \( (\cdot)^+ \) represents the matrix pseudoinverse. Because \( x_{n+1} \) is near to \( x_i \), the transformation matrix \( T \) can be applied to the new datapoint \( x_{n+1} \) as well. The coordinates of the new low-dimensional datapoint \( y_{n+1} \) are thus given by

\[ y_{n+1} = \bar{y}_i + T(x_{n+1} - \bar{x}_i) \]

(58)

The advantage of the method described above is its general applicability. Its main disadvantage is that it suffers from estimation errors, especially when the sampling rate of the data is low with respect to the curvature of the data manifold. Using the Matlab Toolbox for Dimensionality Reduction, out-of-sample extension can be performed by means of the out_of_sample and out_of_sample_est functions.
The `out_of_sample` function performs an exact out-of-sample extension on new datapoints, and is therefore only applicable to the techniques `PCA`, `SimplePCA`, `ProbPCA`, `LDA`, `LPP`, `NPE`, `LLTSA`, `KernelPCA`, `AutoencoderRBM`, and `AutoencoderEA`. The syntax of the `out_of_sample` function is

\[ Y_{\text{new}} = \text{out}_{\text{of}}_{\text{sample}}(X_{\text{new}}, \text{mapping}) \]

in which \( X_{\text{new}} \) represents the set of new datapoints and \( \text{mapping} \) is a structure containing information on the performed dimensionality reduction (and can be obtained from the \( \text{compute}_{\text{mapping}} \) function). The low-dimensional counterparts of \( X_{\text{new}} \) are returned in \( Y_{\text{new}} \).

Below, we provide an example of the use of the `out_of_sample` function:

```matlab
[X1,lab1] = generate_data('twinpeaks',1000,0.05);
[X2,lab2] = generate_data('twinpeaks',1000,0.05);
[Y1,mapping] = compute_mapping(X1,'PCA');
Y2 = out_of_sample(X2,mapping);
Y = [Y1,Y2];
labels = [lab1;lab2];
scatter(Y(:,1),Y(:,2),5,labels);
```

The code above constructs two twinpeaks datasets of 1,000 points, applies PCA on the first dataset, and performs exact out-of-sample extension on the second dataset. The resulting plot looks similar to Figure 3. The `out_of_sample_est` function performs out-of-sample extension of new data by means of the general estimation method that was described above. The syntax of the `out_of_sample_est` function is

\[ Y_{\text{new}} = \text{out}_{\text{of}}_{\text{sample}}_{\text{est}}(X_{\text{new}}, X, Y) \]

in which \( X_{\text{new}} \) represents the set of new datapoints, \( X \) is the original dataset, and \( Y \) is the low-dimensional counterpart of \( X \) that was obtained from the \( \text{compute}_{\text{mapping}} \) function. The low-dimensional counterpart of \( X_{\text{new}} \) obtained using the out-of-sample estimation procedure described above is returned in \( Y_{\text{new}} \). Below, we provide an example of the use of the `out_of_sample_est` function:

```matlab
[X1,labels1] = generate_data('helix',1000,0.05);
[X2,labels2] = generate_data('helix',1000,0.05);
[Y1,mapping] = compute_mapping(X1,'Laplacian');
Y2 = out_of_sample_est(X2,X1,Y1);
Y = [Y1,Y2];
labels = [labels1;labels2];
scatter(Y(:,1),Y(:,2),5,labels);
```

The code above constructs two helix datasets of 1,000 points, applies Laplacian Eigenmaps on the first dataset, and performs out-of-sample extension on the second dataset using the estimation method described above. The result of the code above is shown in Figure 6. In the plot, the estimation errors in the out-of-sample extension are clearly visible.
6 Conclusion

The report presented a description of the techniques that are implemented in the Matlab Toolbox for Dimensionality Reduction. In addition, we provided a number of code examples that illustrate the functionality of the toolbox. The report did not present discuss properties of the techniques such as computational complexities, neither did it present a theoretical or empirical comparison of the techniques. A study that presents such a comparative review can be found in [86].
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A Prerequisites

The prerequisites for the installation of the Matlab Toolbox for Dimensionality Reduction are:

- A working installation of Matlab 7.0 (R14) or a newer version of Matlab.
- A working installation of the Statistics Toolbox.
- On platforms for which no binaries are provided (e.g., PowerPC Mac and Solaris): a proper setup of mex. Type `mex -setup` in Matlab to perform the setup of mex.

B Installation instructions

Installation of the Matlab Toolbox for Dimensionality Reduction is fairly straightforward. A step-by-step installation guide is provided below.

- Decompress the file `drtoolbox.tar.gz`. Under Windows, the decompression can be performed using a tool such as WinRar. Under Linux and Mac OS X, the decompression can be performed by opening a new Terminal window, navigating to the location of the `drtoolbox.tar.gz` file, and executing the command `tar -xvf drtoolbox.tar.gz`.

- Decompression of the file `drtoolbox.tar.gz` results in a new directory with the name `drtoolbox`. Although you can put this directory in any location you like, we advice you to move the `drtoolbox` directory to the standard Matlab toolbox directory, which is located in `$MATLAB_ROOT/toolbox`.

- In order to be able to use the Matlab Toolbox for Dimensionality Reduction successfully, Matlab should be notified about its presence. You do this by starting Matlab, and navigating to `File -> Set Path...` Now click the button `Add with Subfolders...` and navigate to the location of the `drtoolbox` directory. Click OK and subsequently, save your changes to the Matlab path by clicking the `Save` button. The toolbox is now ready for use.

- The toolbox employs several functions that were implemented in C or C++ in order to speed up the techniques. Precompiled versions for all main platforms are included in the toolbox, but a compiled version for your platform might be either lacking or not have been optimized for your platform. In order to recompile all C and C++ files on your platform, please execute the following code

```matlab
\texttt{cd([matlabroot'/'toolbox/drtoolbox']);}
\texttt{mexall}
```

During the run of the `mexall` function, Matlab might display one or more warnings, which can be ignored. If no errors are displayed during the run of `mexall`, all C and C++ files in the toolbox were successfully compiled.
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